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The Blume-Capel model �BCM� generalizes the Ising model to allow for the presence of vacancy sites, and
was used as an early description of the effect of a 3He admixture on the 4He superfluid transition, especially
tricritical behavior. The vector counterpart of the BCM improves upon the original by utilizing spins with a
continuous symmetry, the correct universality class for superfluidity. This paper presents a Monte Carlo cal-
culation of the full phase diagram of the two-dimensional vector BCM. A tricritical point is shown to separate
a first-order phase transition line at low temperature from a Kosterlitz-Thouless boundary at higher temperature
and the location of the tricritical point is determined.
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I. INTRODUCTION

It is well known that statistical mechanical systems with
three or more components can exhibit the tricritical
behavior1 which characterizes a number of experimental sys-
tems, including 3He-4He mixtures2–4 and metamagnets.5 In
the case of 3He-4He mixtures, two widely applied theoretical
descriptions have been via the Blume-Capel model �BCM�6,7

and Blume-Emergy-Griffiths model �BEGM�,8

E = − J�
�ij�

SiSj − K�
�ij�

Si
2Sj

2 + D�
i

Si
2. �1�

Here E is the energy of a set of classical spins Si located at
spatial lattice sites i. The Si have three discrete values, Si
=0, �1. This provides a generalization of the Ising model,
where Si= �1, to allow vacancies, Si=0. The BEGM and
BCM allow an understanding of how such spin dilution af-
fects the conventional Ising magnetic transition and provide
an analogy to the disruption of the 4He superfluid transition
by an admixture of 3He. As in the Ising case, the parameter J
describes the coupling between near-neighbor spins on the
lattice. D controls the density of impurities. In addition, K is
a biquadratic term incorporating the difference between
3He-3He and 3He-4He interaction energies. The BCM sets
the biquadratic term K=0.

After their introduction, the BCM and BEGM were care-
fully studied by a variety of approaches, including renormal-
ization group �RG�,9,10 series expansion,11 mean field,8 and
Monte Carlo10,12 treatments. Further generalizations, for ex-
ample, to include Si

2Sj terms were used to understand the
thermodynamic behavior of ternary fluids.13 Not only was
quantitative understanding provided for certain experimental
systems but the BCM and BEGM also provided general in-
sight into critical phenomena in these complex systems.

The BCM and BEGM have attracted continued theoretical
interest. The effect of negative biquadratic interactions in the
BEG has been explored in Monte Carlo14 and mean-field
theory,15 and has been shown to produce rich phase diagrams
and new types of phases, e.g., “staggered quadrupolar” re-
gions. Monte Carlo methods such as phenomenological

finite-size scaling,16 the Monte Carlo renormalization
group,17 and cluster algorithms18 have allowed increasingly
accurate determination of the phase diagrams. Similarly, the
topology of the distribution of Lee-Yang zeroes in the case of
first-order transitions has been explored,19 as have been the
correlation of fluctuations via 1 /z expansions.20

In addition to this continuing theoretical work, experi-
ments on systems with tricritical points and their connections
to multicomponent statistical mechanical models are also on-
going. These include 3He-4He, metamagnet, and ternary al-
loy systems. The Blume-Capel model has also been used to
understand relaxation dynamics in molecular-based single-
chain magnets21 and hysteresis in FeRh films.22 New realiza-
tions in mixtures of bosonic and fermionic atoms on optical
lattices are drawing attention.23–25

The original BCM was generalized26,27 to a vector ver-
sion,

E = − J�
�ij�

titj cos��i − �j� + D�
i

ti
2, �2�

in order better to incorporate the continuous symmetry of the
phase of the superfluid wave function. Here the discrete spin
Si of the BCM Eq. �1� has been replaced by a continuous
spin with components �cos �i , sin �i�. A near-neighbor cou-
pling −JSi ·Sj then gives rise to the first term in Eq. �2�. �i
takes on real values 0��i�2�. The energy scale J in the
vector BCM �VBCM� describes the tendency of the super-
fluid phase to be uniform at low temperatures while also
allowing for vacancies via the variable ti which can take the
values ti=0,1. As with Si=0 in the initial BCM, ti=0 repre-
sents sites where no phase variable is present. D is a vacancy
chemical potential. For D large and negative ti=1 on all
sites, and the two-dimensional VBCM is equivalent to the
planar rotator model. Thus the VBCM generalizes the well-
known correspondence between the 4He superfluid phase
transition and the classical planar rotator model, to a
3He-4He mixture.

Initial work26,27 on the VBCM utilized real-space RG ap-
proaches. The RG flows in parameter space introduce an
additional coupling K��ij�titj between vacancies on neighbor-
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ing sites, the analog of the term which distinguishes the
BCM and BEGM in Eq. �1�. The nature of the phase diagram
and phase transitions was determined as a function of K, D,
and T.

Recently, the VBCM has been studied for two and three
dimensions, and also for both two component spins �the case
of Eq. �2��, and three-component spins which are coupled
anisotropically.28–34 A set of studies have put forward strong
evidence that, although the introduction of vacancies does
cause a region of first-order phase transitions to occur, it does
not alter the Kosterlitz-Thouless �KT� critical behavior in
other regions of parameter space.35 In work on the phase
diagram of three-dimensional systems, it has been argued
that the elucidation of the properties of the VBCM is impor-
tant to an understanding of experiments on 3He-4He mix-
tures confined between two walls.36–39 The spin dynamics
has also been explored and the associated critical exponents
at the tricritical point were obtained.40

These Monte Carlo studies of the VBCM have focused
the nature of the phase transition at specific values of D,35

and on the effect of different numbers of components of the
order parameter and anisotropies in the coupling. In particu-
lar, as noted above, the issue of whether the KT transition
survives the presence of vacancies was carefully studied. In
this paper, we extend this earlier work by generating the full
phase diagram of the VBCM in the D /J-T /J plane �as has
also been done very recently for the vector BEGM on a
triangular lattice41�. We show evidence for KT behavior
when the vacancy density is low, and first-order transitions at
higher dilution, and evaluate the parameters at which first-
order character supplants KT behavior. We conclude with a
discussion of our results in the context of the RG treatments
of the VBCM.

II. CALCULATIONAL APPROACH

A straightforward implementation of the Metropolis
Monte Carlo procedure was employed in which single-spin
updates are done of the phase and vacancy variables. More
specifically, the entire lattice of phase degrees of freedom
was updated followed by a sweep of the vacancies. The au-
tocorrelation time � was monitored via the total magnetiza-
tion, especially near the phase boundaries, to ensure that
measurements were statistically independent. As expected,
far from the boundary, � was small, on the order of 2–10
sweeps. Near the phase boundary, on the largest lattice sizes
��1000. For the 16�16 lattices we did 10 000 equilibration
and 100 000 measurement sweeps. For the 32�32 lattices
we did 40 000 equilibration and 400 000 measurement
sweeps. This factor of 4 increase with a linear lattice size
doubling reflects the understanding42 that the dynamic criti-
cal exponent z of single spin-flip Metropolis simulations of
the XY model is approximately z=2, so that the autocorrela-
tion time scales as �	L2. Our values of � are consistent with
those reported in the literature.42

Measured observables include the average energy �E� and
specific heat C=d�E� /dT, as determined by energy fluctua-
tions, and also the magnetization M and magnetic suscepti-
bility 
M,

M =
1

L2
	Mx

2 + My
2,

Mx = �
i

cos �i My = �
i

sin �i,


M = L2 �M2� − �M�2

T
. �3�

The vacancy density V and vacancy susceptibility 
vac,

V =
1

L2�
i

�1 − ti� ,


vac = L2
�V2� − �V�2

T
�4�

provide a signal of the growth in the number of vacancies
and their fluctuations, which can occur across a transition
into a disordered phase. Here L is the linear lattice size.

These are also supplemented by a determination of the
helicity modulus �s,

� = �
i

titi+x̂ sin��i − �i+x̂� ,


 = �
i

titi+x̂ cos��i − �i+x̂� ,

�s =
1

L2

�2f

��2 =
1

L2
 1

T
���2� − ���2� + �
�� . �5�

As described in Ref. 43, �s characterizes the response of the
free-energy density f to a phase twist � applied to the bound-
aries in the x̂ direction. As is well known,43 when the
temperature-dependent helicity modulus �s�T� intersects the
line 2T /�, a KT transition between superfluid and nonsuper-
fluid phases occurs.

Typically, simulations were initiated from random con-
figurations of both spin and vacancy variables. However, as
described below, sequences of runs were also performed in
which the ending configuration of a simulation at one param-
eter set was used as the starting configuration of another. The
comparison of measurements for cases when a parameter
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FIG. 1. �Color online� The energy as a function of temperature
for different values of the vacancy potential D. The linear lattice
size is L=32.
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was increased with cases when it was decreased allowed for
the construction of hysteresis loops which provide a quite
accurate determination of the location of first-order transi-
tions, and hence of the tricritical point.

III. RESULTS

A. Energy and specific heat

Figures 1 and 2 show the energy E and specific heat C as
functions of temperature T for three different vacancy poten-
tials D=−5.0, −0.5, and +0.5. C�T� has a maximum which is
known for the Kosterlitz-Thouless transition of the planar
rotator model to occur at a temperature close to, but roughly
10% above, the critical temperature Tc. The position of the
maxima, like Tc itself, shifts downward as D increases and
more vacancies are present. D=0.5 is approaching the tric-
ritical point where the transition becomes first order.

B. Magnetic and vacancy susceptibility

Likewise, Figs. 3 and 4 show the magnetic and vacancy
susceptibilities �Eqs. �3� and �4�� as functions of T for the
same values of the impurity potential D as in Figs. 1 and 2.
These measurements also indicate the downward shift in the
tendency toward ordering as the vacancy potential D rises.

Since the phase boundary turns over sharply and runs al-
most parallel to the T axis as D increases further �see Fig. 9�,

it is convenient to examine sweeps of the vacancy concen-
tration V as a function of D at fixed T. V is given for T
=0.5, 0.4, and 0.01 in Fig. 5. Data were generated by ramp-
ing up D starting each new simulation at the ending configu-
ration of the preceding one. D was then decreased back
downward. For T=0.5 �and any larger T for which the phase
boundary is crossed� the increasing and decreasing curves
coincide. There is no hysteresis. For T=0.4 and T=0.01 the
values of V depend on whether the starting point was within
the ordered or disordered phase. This hysteresis is indicative
of a first-order transition. Figure 6 provides a more precise
location of the onset of first-order behavior: no hysteresis is
present for T=0.42, yet clearly occurs for T=0.41.

The width �D=4J of the hysteresis loop at low T in Fig.
5 is understood as follows: Beginning with a perfectly or-
dered phase for which ti=1 on all sites and �i=constant, the
energy cost to insert a vacancy is 4J, since in two dimensions
the coordination number is z=4. At very low T this provides
a barrier to the introduction of defects. This hysteresis is
centered at the transition between the T=0 energy per site of
the perfectly ordered phase, Eordered�T=0,D� /L2=−2J−D,
and that of the empty lattice, Eempty�T=0,D� /L2=0, which
occurs at D=2J.
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FIG. 2. �Color online� The specific heat C as a function of
temperature for different values of the vacancy potential D and
system size. For a Kosterlitz-Thouless transition, the peak in C�T�
occurs at about 10% higher temperature than Tc.
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FIG. 3. �Color online� The magnetic susceptibility 
M as a func-
tion of temperature for different values of the vacancy potential D
and system size.
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FIG. 4. �Color online� The vacancy susceptibility 
vac as a func-
tion of temperature for different values of the vacancy potential D
and system size.
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FIG. 5. �Color online� The vacancy density V is shown as a
function of chemical potential D at fixed T=0.01, 0.4, and 0.5
�solid, dashed, and dotted curves, respectively�. Data are generated
by starting in the ordered phase at low D and gradually increasing
D, initializing each new simulation at the ending configuration of
the preceding one. A similar ramp down from the ordered phase is
also shown. Hysteresis in V is clearly present at T=0.01, 0.4 �solid
and dashed�, but not at T=0.5, where the two dotted curves coin-
cide. The lattice size L=16.
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The first-order regime which is signaled by the opening of
the hysteresis loops corresponds to the coexistence �phase
separation� of superfluid and normal phases. In the conclu-
sion, we will discuss this point further, as well as the rela-
tionship of our findings here and those of the RG
treatments.26,27

C. Superfluid stiffness

The superfluid phase transition can also be picked up by
the helicity modulus and the crossing condition of �s�T�
with the line 2T /� discussed in Sec. II. Figures 7 and 8 show
�s�T� versus the temperature for different values of D. Fig-
ure 7 fixes D=−10.0, −2.0, −1.0, 0.0, 0.4, and 0.9 for linear
lattice size L=16 while Fig. 8 has D=−5.0, −0.5, and 0.5 and
L=16, 20, and 32. At large negative D, very few vacancies
are present, and the crossing �s�Tc�=2Tc /� occurs at the
highest critical temperature Tc. As D increases the critical
temperature falls. Eventually, the shape of the �s�T� curve
changes qualitatively �D=0.9� which corresponds to entry
into the region of first-order transitions as seen by the ap-
pearance of hysteresis in Figs. 5 and 6. As commented ear-
lier, the critical temperatures inferred from the superfluid
density are somewhat below the corresponding peaks in the
specific heat and magnetic susceptibility.

Figure 8 provides an indication of finite-size effects. The
crossing point moves somewhat downward in temperature as
linear lattice size increases from L=16 to L=32. For D large
and negative, the planar rotator model, we find the crossing
at T�0.94 for L=16 and T�0.92 for L=32. In the thermo-
dynamic limit, the planar rotator transition temperature is
know to quite high accuracy, Tc=0.892.44 Note that the
finite-size effects are quite small in the specific heat and
vacancy susceptibility, Figs. 2 and 4, but more significant in
the magnetic susceptibility, Fig. 3.

D. Phase diagram

The results for the superfluid stiffness and the hysteresis
in the vacancy density can be put together to determine the
phase diagram of the VBCM. This is shown in Fig. 9. For D
large and negative, the data indicate a Kosterlitz-Thouless
transition from a superfluid to normal phase at Tc�0.90,
when data for L=16–32 are extrapolated to the thermody-
namic limit. This agrees to within 1% with existing values,
Tc=0.892.44

This nearly vertical phase boundary begins to turn over as
D approaches D=−2, and then begins to run almost horizon-
tally, so that Tc quickly goes to zero. At the tricritical point
T=0.40�0.02, D=1.15�0.05, the nature of the transition
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FIG. 6. �Color online� Same as Fig. 5: the vacancy density V is
shown as a function of chemical potential D except here at fixed
T=0.41 �left� and T=0.42 �right�. Hysteresis is present for T
=0.41 but not T=0.42. The lattice size L=16.
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FIG. 7. �Color online� Helicity modulus �s versus T for differ-
ent D=−10, −2, −1, 0, 0.4, and 0.9. At low D, the crossing of the
line 2T /� gives the position of the KT transition �see text�. Even-
tually, for D large, the transition becomes first order, as is best seen
by the development of hysteresis in the vacancy density �Figs. 5 and
6�.
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FIG. 8. �Color online� Same as Fig. 7 except D=−5, −0.5, and
0.5. Data for different lattice sizes L=16, 20, and 32 are compared.
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FIG. 9. �Color online� Phase diagram showing the boundary
between the ordered phase of the vector Blume-Capel model at low
T and D and the high T and D disordered phase. There is a tricritical
point at T=0.40�0.02, D=1.15�0.05 which separates first-order
transitions at low T from Kosterlitz-Thouless ones at higher T. Data
are provided for L=16 and L=32, and also compared with the criti-
cal points obtained by Romano et al. �Ref. 35�.
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changes from KT to first order. A coexistence of superfluid
and normal fluid exists in the regions shown. Results are in
good agreement with previous data of Chamati et al.35

IV. CONCLUSION

The Blume-Capel and Blume-Emery-Griffiths models ex-
tended the consideration of critical phenomena for saturated
lattices to the case of lattice gases which include both mag-
netic and vacancy degrees of freedom. In its vector version,
the VBCM provides a description of the effect of 3He vacan-
cies on the 4He superfluid transition which incorporates the
correct continuous symmetry of the order parameter.

This paper has extended previous Monte Carlo studies of
the VBCM at specific values of parameter space to generate
the phase diagram in the entire D-T plane. The position of
the tricritical point which separates the KT phase transitions
at small vacancy density from a first-order boundary at
higher vacancy fractions was found to be �D /J�tcp
=1.15�0.05, �T /J�tcp=0.40�0.02. This location was ob-
tained by examining hysteresis in the vacancy density as the
chemical potential is changed. Such a determination is some-
what sensitive to the lattice size, nature of the Monte Carlo
moves, and length of the runs. Simulations with different
choices for these parameters resulted in the error bars indi-
cated.

Early real-space RG studies of the VBCM suggested that
there was no tricritical point in two dimensions.26,27 Instead,
as the critical temperature drops due to greater vacancy con-
centration, the KT transition is first replaced by phase sepa-

ration into two normal phases. Only at yet lower tempera-
tures does a region of superfluid-normal coexistence occur.
These studies, however, considered models which include an
analog, K��ij�titj, of the biquadratic term in the BEGM. This
term appears in the RG flows of the VBCM even if not
present in the original expression for the VBCM energy. Ref-
erence 27 discusses the effect of K on the size of the region
of phase separation between two normal fluids. The authors
emphasize that, when K=0 and the VBCM is recovered, the
region is very small, extending over values of T of only
1–2 %. The very small size of this region leads them to refer
to the presence of an “effective tricritical point” Te, consis-
tent with our findings here.

Indeed, although the phases of the full BEGM and VBCM
for general K are very interesting, in many cases the value of
K is believed to be relatively small, as first discussed in Ref.
8. In this case, we suggest here in agreement with Ref. 27,
that there is a tricritical point of the VBCM, as is known to
exist in the discrete models with three components. As a final
comment, it is worth noting that in three dimensions Monte
Carlo simulations of the VBCM provide unambiguous evi-
dence for a tricritical point.45,46
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