Effect of emitters on quantum state transfer in coupled cavity arrays
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Over the last decade, conditions for perfect state transfer in quantum spin chains have been discovered and their experimental realizations addressed, as have their extensions to more complex geometries of coupled cavity-emitter arrays. In this paper we further consider such studies and situations in which quantum state transfer can occur with high fidelity, even when the cavity-cavity coupling rates and cavity-emitter interaction rates are comparable. This is accomplished through the development and use of a Monte Carlo approach to the inverse eigenvalue problem, which allows the determination of coupling rates which optimize quantum state transfer fidelity and subsequent time evolution of the polariton wave function through exact diagonalization of the resulting Jaynes-Cummings-Hubbard Hamiltonian. The effect of inhomogeneous emitter locations is also evaluated. Our key results include the demonstration that our methodology can be used successfully to establish Hamiltonian parameters for high-fidelity state transfer in more general lattice geometries and excitation number sectors, and also a determination of the effects of fluctuations in those parameters about their optimal values.
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I. INTRODUCTION

One of the most important questions in quantum information theory is the faithful and rapid transmission of a quantum state from one location to another. Quantum spin chains have proven to be a very useful and powerful context in which to explore fundamental issues, including the possibility of perfect transfer, the effect of disorder, and the interplay between high fidelity and speed of propagation [1–7]. In the case where a single excitation is present (one up spin in a background of down spins), the resulting Hamiltonian is represented by a tridiagonal (Jacobi) matrix. A general classification of the eigenspectra of such matrices which result in perfect quantum state transfer (QST) has emerged, as has the determination of the requisite “fully engineered” intersite exchange constants $J_i$ [2,3]. Interestingly, it was also found that nearly perfect QST could be achieved with more limited and feasible boundary engineering, in which the $J_i$ are uniform in the interior and take special values only at the beginning and end of the chain [8]. Although boundary engineering has the advantage of requiring less precise, and therefore less experimentally challenging tuning, good QST is achieved only in the limit of weak-coupling rates at the ends and hence is compromised by long transfer times.

A subsequent focus was on the effect of disorder on QST, since in any physical realization a certain degree of randomness is inevitable. There are many eigenvalue distributions which give rise to perfect QST in the ideal limit, and therefore one line of investigation concerned the types of such engineered spectra which are most robust to disorder [9]. A key observation was that once randomness is present, the resulting degradations of state transfer of fully and boundary-engineered chains are roughly similar, so that there is limited incentive to attempt full engineering as far as fidelity itself is concerned [10]. (The problem of longer transfer times in boundary-engineered chains, however, remains.)

In this paper we consider QST within a different physical and geometric context, pioneered in [11] and [7], namely, when the “backbone” chain also possesses branches to localized qubits, forming a “comblike” geometry as illustrated in Fig. 1. We are motivated by the study of the nature and propagation of excitations in a coupled cavity array (CCA) [12–14]. A CCA consists of a chain of optical cavities, which might be empty or may contain one or more atomlike emitters coupled to the cavity’s electromagnetic field. Photons hop between adjacent cavities in the CCA due to the overlap of neighboring resonance modes, and strong interactions between light and matter can be induced. These emitters form the “rungs” which dress our one-dimensional chain of cavities.

CCAs have become increasingly experimentally viable in recent years [15,16] and have been especially intriguing as possible venues for exploring superfluid-to-insulator transitions and other many-body phenomena. However, in order to observe such effects, the CCA must exist in the strong-coupling regime of cavity quantum electrodynamics, where light-matter interactions are stronger than losses to the environment. Modern integrated optical cavities achieve this by localizing light on the (sub)wavelength scale. One of the
commonly used optical resonators for these studies is the photonic crystal cavity, formed by periodic refractive index alteration at the nanoscale. One of the attractive choices for quasitons which might interact with such solid-state CCAs are color centers formed as lattice defects in semiconductors [17]. The defect causes electron wave functions to localize at that point, effectively creating an isolated two-level system within a solid-state material. The most common material substrates for this purpose are silicon carbide [18–23] and diamond [24–27].

An immediate question is whether perfect QST is still possible in these more complex “two-component” systems, and, if so, what are the associated cavity-cavity coupling rates and cavity-emitter interaction rates. Initial work on this problem [11] has evaluated the nature of QST and demonstrated that high fidelity is achieved with appropriately engineered $J_i$ in the limit when the cavity-emitter interaction rates greatly exceed the cavity-cavity coupling rates, since the excitation effectively forms a polaron eigenstate before making a transition to the next site. Likewise, in the other extreme, when the cavity-cavity coupling rate greatly exceeds the cavity-emitter interaction rates, the photonic part of the wave exhibits perfect QST, and the atomic part remains static. Subsequent work [7] examined CCAs which have “modularized hopping” (i.e., composed of subunits with staggered coupling rates $J_1, J_2$ which are in turn connected by $J_{\text{mod}}$) and in particular, how the introduction of atoms into such patterned coupling rates can influence QST. A focus in that work was also on limits of weak or strong cavity-emitter interaction rates. Here we address the question of whether perfect QST is achievable when these energy scales are comparable and propose a computational methodology to achieve it.

A second question pertains to the effect of a fundamentally different type of “geometric” disorder which arises from inhomogeneity in the emitter numbers and locations, rather than the previously explored situations where randomness is introduced via bond-dependent coupling rates in a fixed and regular geometry. A cavity which is absent an emitter corresponds, for example, to a missing “tooth” at that location of the comb. We will describe the consequences of such disorder on QST.

One interesting aspect of such cavity-emitter arrays is as a novel realization of “boundary engineering.” If atoms are placed only in the initial and final positions of $N - 2$ cavities, the geometry is identical as that of an $N$ cavity chain. The emitter-cavity interaction rates then play the role of the bond strengths $J_i$ and $J_{i-1}$ of a spin chain.

A final avenue of investigation described here concerns the case of multiple excitations in cavity-emitter systems. In the absence of emitters, the Hamiltonian is quadratic and describes a set of independent bosonic particles (photons). As a consequence, perfect QST in the single-excitation sector guarantees the same occurs for multiple excitations. When emitters are present, the Hamiltonian remains quadratic in the photon and emitter operators. However, the mixed nature of the commutation relations/allowed “occupations” makes the multieexcitation sector fundamentally different from single excitations. We will describe the prospects for achieving high fidelities in this situation.

Our paper is organized as follows. In Sec. II we review the Jaynes-Cummings-Hubbard Hamiltonian (JCHH) and its matrix representation in the single-excitation sector. We also briefly describe the exact diagonalization method used in the time evolution of states and the Monte Carlo approach used to solve the inverse eigenvalue problem. Section IV presents evidence for the possibility of perfect QST in cavity-emitter systems. These results provide full engineering solutions to perfect QST in the JCHH, generalizing known spin chain results. Having established perfect QST in this more complex setting, we next consider, in Sec. V, the effects of disorder. Sections VI and VII discuss how cavity-emitter systems can provide a novel realization of boundary engineering and the nature of QST when multiple excitations are present, respectively. A brief overview of experimental parameters in CCA in silicon carbide with color centers serving as emitters is contained in Sec. VIII. Finally, our results are summarized in Sec. IX. Several details are discussed in the Appendix.

II. MODEL AND TIME EVOLUTION METHODOLOGY

The cavity-emitter arrays we will study are described by the Jaynes-Cummings-Hubbard Hamiltonian,

$$
\mathcal{H} = \sum_{i=1}^{N} \Omega_{i} a_{i}^{\dagger} a_{i} + \sum_{i=1}^{N-1} J_{i} (a_{i+1}^{\dagger} a_{i} + a_{i}^{\dagger} a_{i+1}) + \sum_{i=1}^{N} \sum_{j=1}^{M_{i}} \omega_{ij} \sigma_{ij}^{+} \sigma_{ij}^{-} + g_{ij} (a_{i}^{\dagger} \sigma_{ij}^{-} + \sigma_{ij}^{+} a_{i}) .
$$

(1)

Here $N$ is the number of cavities and $\{M_{i}\}$ are the numbers of emitters in cavity $i$, $a_{i}^{\dagger}(a_{i})$ are photon creation (annihilation) operators in cavity $i$, and $\sigma_{ij}^{+}(\sigma_{ij}^{-})$ are excitation (de-excitation) operators for emitter $j$ in cavity $i$. The model is parameterized by cavity energies $\Omega_{i}$, photon coupling rates $J_{i}$, emitter energy levels $\omega_{ij}$, and photon-emitter interaction rates $g_{ij}$. We focus on the case when there is at most one emitter per cavity, $M_{i} = 0, 1$, and hence will simplify the notation to $g_{i}$ and $\omega_{i}$, dropping the $j$ subscript, which distinguishes different emitters in the same cavity. In cases when the number of emitters varies, we will refer to the sparse JCHH.
Real cavities and emitters have finite linewidth, representing the possibility of loss. High-quality (small linewidth) cavities and emitters are increasingly available [17]. Hence these effects are ignored in the present work.

A basis for the Hilbert space in the single-excitation sector and in the absence of emitters is the collection of states \( |000\cdots01,0\cdots0\rangle \) with a single photon in cavity \( i \). The Hamiltonian is represented by the tridiagonal (Jacobi) matrix,

\[
\mathcal{H} = \begin{pmatrix}
    \Omega_1 & -J_1 & 0 & \cdots & 0 \\
    -J_1 & \Omega_2 & -J_2 & \cdots & 0 \\
    0 & -J_2 & \Omega_3 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & -J_{N-1} \\
\end{pmatrix}.
\]

We compute the time evolution from an initial state \( |\psi(0)\rangle \) by diagonalizing \( \mathcal{H} = SDS^\dagger \), exponentiating \( \mathcal{H} \) to obtain \( U = e^{-i\mathcal{H}t} = S e^{-i\mathcal{B}t}S^\dagger \), thereby finding

\[
|\psi(t)\rangle = e^{-i\mathcal{H}t} |\psi(0)\rangle,
\]

where we take \( \hbar = 1 \). We begin our system with \( |\psi(0)\rangle = |1,0,0,\ldots,0\rangle \), corresponding to a single photon contained entirely in cavity \( i = 1 \) at time \( t = 0 \) and let the system evolve in time. We are interested in a final state \( |\psi_1\rangle = |0,0,0,\ldots,1\rangle \) with the photon in cavity \( i = N \).

We define the fidelity \( F \) to be \( F = \max f(t) \), where \( f(t) \equiv |\langle \psi_1 | e^{-i\mathcal{H}t} |\psi(0)\rangle|^2 \) is the probability the excitation, beginning in cavity \( i = 1 \), evolves to be in cavity \( i = N \), at time \( t \). The arrival time for perfect QST is known in certain cases; however, more generally, e.g., in the presence of disorder, a complication is the necessity to search for the time at which \( f(t) \) is maximal.

It is intuitive that solutions to the time-evolution equation should usually spread in time so that the location of the quantum particle becomes less well known. Indeed, this is also a simple consequence of the uncertainty principle: a lack of precise knowledge of the momentum implies that the wave packet can move with different possible speeds and hence as time passes the distribution of possible locations is increasingly broad. For these reasons it might appear remarkable that there are solutions of the Schrodinger equation on a lattice which can begin at a unique location and arrive later at a different unique location.

Despite this argument, it has been shown [2] that for a CCA with no emitters operating in the single-excitation sector, there are many \( J_i \) which yield perfect QST at a known time. For a system of \( N \) cavities and \( N - 1 \) coupling rates, one of the simplest arrangements is

\[
J_i = \sqrt{i(N - i)} J_0.
\]

The insight here is that the coupling rates \( J_i \) match the Clebsch-Gordon coefficients for the spin-raising operator for spin \( N/2 - 1 \). The \( N \) associated eigenvalues of the \( z \) component of angular momentum are equispaced, allowing for a matching of phases and hence complete relocalization of the excitation at an appropriate future time. Indeed, with this choice, perfect QST occurs at \( t_p = \pi/(2J_0) \) for any \( N \). The surprising feature that the passage time is independent of chain length \( N \) is accounted for by the fact that \( J_i \) increases with \( N \). (For example, at the chain midpoint, \( J_{N/2} = \frac{N}{2} \).

Notice that although we have labeled the coupling rates in Fig. 1 completely generally, the \( J_i \) of Eq. (4) obey a reflection symmetry about the chain center. This proves to be a crucial ingredient of perfect QST [28], ensuring that the “return” transfer from \( |\Psi_B\rangle \) to \( |\Psi_A\rangle \) precisely follows the transfer from \( |\Psi_A\rangle \) to \( |\Psi_B\rangle \). We will reproduce these known results in the absence of emitters to provide a benchmark for our JCHH results.

The geometry in the presence of emitters is shown by the full structure in Fig. 1, i.e., including both the cavities, represented by the squares, and the emitters, by circles. In this situation we will find, unsurprisingly, that the \( J_i \) values giving perfect QST are shifted away from those of Eq. (4), which apply to the cavity-only (spin chain) case. Indeed, the discovery of a collection of \( J_i, g_i \) yielding perfect QST in the presence of emitters is one of the primary conclusions of this work.

Adding a single emitter to each of the \( N \) cavities of our system \( (\{M_i = 1\}) \) but remaining in the one-excitation sector, the system’s Hamiltonian doubles in dimension to \( 2N \). Our convention is that the first \( N \) basis vectors represent photons in cavities \( i = 1, 2, \ldots, N \). We acquire additional \( N \) basis vectors \( i = N + 1, N + 2, \ldots, 2N \) for which there are no photons but instead an emitter is excited. The Hamiltonian matrix is now, for \( N = 4 \),

\[
\mathcal{H} = \begin{pmatrix}
    \Omega_1 & -J_1 & 0 & 0 & -g_1 & 0 & 0 & 0 \\
    -J_1 & \Omega_2 & -J_2 & 0 & 0 & -g_2 & 0 & 0 \\
    0 & -J_2 & \Omega_3 & -J_3 & 0 & 0 & -g_3 & 0 \\
    0 & 0 & -J_3 & \Omega_4 & 0 & 0 & -g_4 & 0 \\
    -g_1 & 0 & 0 & 0 & \omega_1 & 0 & 0 & 0 \\
    -g_2 & 0 & 0 & 0 & \omega_2 & 0 & 0 & 0 \\
    0 & -g_3 & 0 & 0 & 0 & \omega_3 & 0 & 0 \\
    0 & 0 & -g_4 & 0 & 0 & 0 & \omega_4 & 0 \\
\end{pmatrix}.
\]

This form of \( \mathcal{H} \) has a \( 2 \times 2 \) block structure reflecting the presence of two types of sites in the lattice.

In the remainder of this paper, we will enforce the reflection symmetry of all coupling rates in the JCHH. That is, we will have \( J_i = J_{N-i} \) and \( g_i = g_{N-i} \). In addition, unless otherwise stated, we set the matrix diagonals to a common value. Since this value corresponds to the arbitrary choice of a zero of energy, it is set to zero.
III. MONTE CARLO DETERMINATION OF COUPLING RATES

While many protocols for $J_i$ yielding perfect QST for the cavity-only (spin chain) geometry are known, the analogous Hamiltonian parameters for perfect QST in the presence of emitters (the JCHH Hamiltonian) are, to our knowledge, not yet determined. Here we compute appropriate coupling rates via a Monte Carlo procedure. We begin with the assumption that the eigenvalues for a cavity-only system of length 2N which give perfect QST will also give perfect QST for a JCHH system of $N$ cavities and $N$ emitters. This starting point is motivated by the insight that the key to perfect QST is in the (rational fraction) relation between the eigenvalues which allows all frequencies to be in phase at some future time. We denote these the target eigenvalues $\lambda_{n}^{(i)}$ and define an action:

$$S = \sum_{n} \left( \lambda_{n} - \lambda_{n}^{(i)} \right)^2.$$  

Here $\lambda_{n}$ are the actual eigenvalues of the matrix $H$ of the JCHH Hamiltonian, Eq. (5), for a given set of $\{J_i\}$ and $\{g_i\}$. We begin with constant $\{J_i\}$ and $\{g_i\}$ and propose “moves” which change all the parameters within some step size. We accept each move with the heat bath probability $e^{-\beta\Delta S}(1 + e^{-\beta\Delta S})^{-1}$, where $\Delta S$ is the change in the action resulting from the Monte Carlo move. Here $\beta$ is a parameter [29] which starts at a small value (e.g., $\beta_{\text{initial}} \sim 0.1$), and after $L$ Monte Carlo sweeps (a typical choice was $L \sim 10^3$), $\beta$ is increased by a factor $\alpha$. We choose $\alpha$ so that $\beta$ increases logarithmically. This process is repeated for $K$ steps until $\beta_{\text{final}} = \alpha^K \beta_{\text{initial}}$ is large (e.g., $\beta_{\text{final}} = 10^4$). For small system sizes, this Monte Carlo quickly converges to accurate results with total iterations $L K \sim 10^4 - 10^5$. (See Fig. 2.) Since this computation is relatively quick, the results which follow utilize $L K \sim 10^6$ to be sure of their precision.

Figure 2 exhibits how this procedure converges in the specific instance of a JCHH system of eight cavities and eight emitters. We begin with fixed $J_i = -10$ and $g_i = -10$ and temperature $T = \beta^{-1} = 0.1$. We then use our Monte Carlo program, with $K = 50$ and $L = 10^3$ (so that the total simulation is 50,000 iterations), to find sets $\{J_i\}$ and $\{g_i\}$ that give a Hamiltonian with desired target eigenvalues to high accuracy. As a consequence, the “loss” $1 - P_f$, which reflects the failure to transfer from cavity 1 to cavity 8 at time $t = \pi/2$, decreases from 1 (complete loss) to $\sim 0.0002$ (nearly perfect QST). The evolution takes place in two phases: a rapid decrease in $S$ from $S \sim 10^2$ to $S \sim 0.2$ is accompanied by a rapid improvement in QST to loss $1 - P_f \sim 0.03$. This occurs over the first few temperature reductions. Subsequent evolution continues to refine the coupling rates, decreasing $S$ and the loss $1 - P_f$, with a longer timescale.

We find that this procedure robustly converges to small values of $S$, corresponding to all the eigenvalues of $H$ matching their targets $\lambda_{n}^{(i)}$. For most results presented here, we terminate the Monte Carlo when the eigenvalues match their targets to 0.1%; however, we can continue to run the program with smaller step sizes until we reach any desired degree of accuracy. Since the fidelity of the system is dependant on the eigenvalues, this allows us to reach any desired fidelity. In this paper we consider a fidelity of $F \gtrsim 0.99$ as an adequate representation of perfect QST. The time to solution scales with $N^3$, owing to the necessity of repeated diagonalizations of $H$ in the computation of $\Delta S$. Since our chain lengths ($N \lesssim 16$) were relatively small, the Monte Carlo time to solution was quite short. Such calculations can easily be done in a few minutes to a few hours on a desktop computer, depending on system size and desired accuracy [30]. Larger $N \sim 10^2$ are similarly quite feasible without resorting to specialized hardware.

Next we use the Hamiltonian $H$ determined by the resulting $\{J_i, g_i\}$ and find that the time evolution operator $e^{-iHt}$ produces perfect QST for the cavity-emitter geometry. This validates our assumption that the eigenvalue list is apparently what produces perfect QST, and the particular tridiagonal structure of the cavity-only (spin chain) matrix is not essential—it can be generalized to the $2 \times 2$ block matrix structure of Eq. (5) [31].

We note that this procedure—the computation of the matrix elements giving a desired spectrum, or inverse eigenvalue problem (IEP)—is, of course, a well-explored problem in applied mathematics [32]. The IEP is nontrivial only when the matrix is constrained to have a particular structure. The cavity-only case is that of a Jacobi matrix, considered by Hald [33]. Other studied structures include Toeplitz, Hessenberg, and stochastic matrices [34]. Our work addresses the IEP for an additional type of matrix structure.

Our method has a significant limitation in that it requires knowledge of target eigenvalues $\lambda_{n}^{(i)}$. In particular, we make the assumption that the $2N$ eigenvalues yielding perfect QST for a $2N$ cavity system will still work for an even-length $N$ cavity, $N$ emitter system which has the same eigenvalue count. While we show this is the case in the single-excitation sector, in general it is not straightforward to identify a geometry.
TABLE I. Values of the cavity-only (spin chain) coupling rates determined by the Monte Carlo for \( N = 8 \) compared to the known results for perfect QST given by Eq. (4). Our Monte Carlo enforces the symmetry \( J_i = J_{N-i} \).

<table>
<thead>
<tr>
<th>Intercavity bond ( i )</th>
<th>( J_i ) (MC)</th>
<th>( \sqrt{r(N-i)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.642</td>
<td>2.64575</td>
</tr>
<tr>
<td>2</td>
<td>3.470</td>
<td>3.46410</td>
</tr>
<tr>
<td>3</td>
<td>3.873</td>
<td>3.87298</td>
</tr>
<tr>
<td>4</td>
<td>3.996</td>
<td>4.00000</td>
</tr>
<tr>
<td>5</td>
<td>3.873</td>
<td>3.87298</td>
</tr>
<tr>
<td>6</td>
<td>3.470</td>
<td>3.46410</td>
</tr>
<tr>
<td>7</td>
<td>2.642</td>
<td>2.64575</td>
</tr>
</tbody>
</table>

and excitation sector which will have the desired number of eigenvalues. A subsequent paper [35] will explore an alternate Monte Carlo approach which eliminates this problem.

IV. QST IN THE UNIFORM JCHH

A. Background: Limit of no emitters

Here we reproduce the known results of Christandl [2] in the absence of randomness to serve as a point of comparison for our subsequent study of the JCHH and to test our Monte Carlo method for the IEP in a situation where a solution is already established. We therefore consider a cavity-only system with near-neighbor couplings. We confirm rapid and precise convergence to the known perfect QST values of Eq. (4) from general, random starting configurations of \( \{ J_i \} \). We compare our results in Table I to the exact values of Eq. (4) for \( N = 8 \) and target eigenvalues \( \lambda^{(f)}_n = \pm \frac{1}{2}, \pm \frac{3}{2} \). Figure 3 gives the resulting time evolution. The heat map of the left-hand panel displays the probability in each cavity for all times. We supplement this (right-hand panel) with a fidelity line graph for the first and last cavities, where the probabilities can be displayed more precisely. The small deviations from the analytic values do not appreciably degrade the fidelity.

![Figure 3](image)

FIG. 3. We consider an \( N = 8 \) cavity-only system with all \( \Omega_i = 0 \) and \( J_i \) coupling rates determined by Monte Carlo in I, which converges to the values of the analytical solution. In panel (a) we graph the probability that the photon is in each cavity. The eight columns on the x axis represent the eight cavities, and time increases from 0 to 8 along the y axis. For every time and location, the probability is indicated in the color bar. In panel (b) we display the probabilities in just the originating and receiving cavities as functions of time. We observe perfect QST at time \( \pi/2 \) and with period \( \pi \) for a return to the initial state.

![Figure 4](image)

FIG. 4. We consider a JCHH system of eight cavities and eight emitters with all \( \Omega = \omega = 0 \) and coupling rates according to II. Target eigenvalues were chosen to be those giving perfect QST for a \( N = 16 \) cavity-only chain, i.e., using Eq. (4) with \( N = 16 \). In panel (a) we graph the probability that the photon is in each cavity and in each emitter for multiple times. The 16 columns on the x axis represent the eight cavities and eight emitters, and time descends from 0 to 8 along the y axis. For every time and location, the probability is indicated in the color bar. In panel (b) we display the probability in starting and receiving cavities as a function of time. We observe perfect QST at time \( \pi/2 \) and with period \( \pi \).

B. QST in the presence of emitters

Next we demonstrate the effectiveness of our Monte Carlo solution of the IEP for determining cavity-cavity coupling rates and cavity-emitter interaction rates leading to perfect QST in the novel context of the JCHH. Our method works only with systems with an even number of cavities when there is one emitter in every cavity. The reason is discussed further in the Appendix. However, with this constraint we can successfully determine JCHH parameters, giving fidelities \( F \geq 0.99 \) for systems with up to \( N \sim 10^2 \) cavities.

A perfect QST for a system of eight cavities with emitters in every cavity is shown in Fig. 4. Our labeling convention is such that we index states with a photon in one of the \( N = 8 \) optical cavities as 1-8, and states with the corresponding emitter in an excited level as 9-16. As with Fig. 3, the left panel is the heat map of the probability in all sites (cavities and emitters), whereas the right panel focuses on the originating and receiving cavities only. We see that perfect QST is obtained in this \( 8 + 8 \) JCHH system. However, the time evolution is considerably more complex than for the cavity-only (spin) system of Fig. 3. The transfer time remains \( \pi/2 \), but the peaks now form envelopes containing an additional higher frequency structure. This results from a rapid transfer of probability between each cavity and its associated emitter which occurs as the overall probability moves, with a longer timescale, down the cavity backbone.

![Table II](image)

Table II gives the values of the JCHH Hamiltonian parameters determined by our Monte Carlo and yielding the time evolution of Fig. 4. Values for \( J_i \) and \( g_i \) for several other \( N \) are given in the Appendix, as is a discussion of
TABLE II. Values of the JCHH coupling rates determined by the Monte Carlo for an $N = 8$ cavity array with an emitter in each cavity. Note that bond $J_i$ connects cavities $i$ and $i+1$, whereas bond $g_i$ connects cavity $i$ with its associated emitter. See Fig. 1.

<table>
<thead>
<tr>
<th>Intercavity bond $i$</th>
<th>J$_i$</th>
<th>Cavity-emitter bond $i$</th>
<th>g$_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.521</td>
<td>1</td>
<td>9.558</td>
</tr>
<tr>
<td>2</td>
<td>6.158</td>
<td>2</td>
<td>7.825</td>
</tr>
<tr>
<td>3</td>
<td>7.232</td>
<td>3</td>
<td>5.872</td>
</tr>
<tr>
<td>4</td>
<td>7.979</td>
<td>4</td>
<td>3.234</td>
</tr>
<tr>
<td>5</td>
<td>7.232</td>
<td>5</td>
<td>3.234</td>
</tr>
<tr>
<td>6</td>
<td>6.158</td>
<td>6</td>
<td>5.872</td>
</tr>
<tr>
<td>7</td>
<td>4.521</td>
<td>7</td>
<td>7.825</td>
</tr>
</tbody>
</table>

an empirical formula which gives a reasonable fit to the data.

V. EFFECT OF EMITTERS ON PERFECT CAVITY-ONLY QST

In the preceding section we demonstrated that perfect QST is possible for systems with uniform arrangements of emitters, precisely one per cavity. We now consider a distinct issue, namely, what effect a single impurity emitter would have on the perfect QST, which would occur in a cavity-only system. This explores a different type of disorder from that considered previously and is experimentally relevant, since in cavity-emitter systems fluctuations in the numbers of emitters in each cavity are to be expected.

A. Background: Limit of no emitters

Again, we begin by establishing context for our results on the effect of disorder in the JCHH by reexamining the cavity-only system previously considered in [9,10]. We set $J_0 = 1$ as our scale of energy (time$^{-1}$) and add an absolute random noise of scale $\Delta J = 0.5$ to each of the engineered $J_i$ [36]. We observe in Fig. 5 that, while we still see the oscillations present in the perfect system, the added noise significantly degrades QST.

By calculating the fidelity at $t = \pi$ for many values of $\Delta J$ and taking the average fidelity over $10^4$ realizations of randomized disorder, we can determine the effect $\Delta J$ has on the fidelity. To emphasize the distinction from the fidelity for the clean system or for a single realization, we denote this average as $\mathcal{F}\mathcal{F}$. We obtain $\mathcal{F}\mathcal{F}$ for the first, second, and third passes, where the $n$th pass is the fidelity taken at $t_n = \frac{n\pi}{2}$. The results are displayed in the bottom right panel of Fig. 5. The fidelity at the first pass decreases as the disorder increases, and in each successive pass the fidelity decreases more steeply. The second and third passes undergo a small rise after their initial declines, but this quickly flattens out. This nonmonotonicity with $\Delta J$ is associated with the way in which the data are extracted: we measure $f(t)$ for each realization at the fixed clean system transfer time $t_n$. However, $\Delta J$ not only disrupts the phase matching of the engineered $J_i$, it also alters the speed of propagation. An alternate (and computationally time-consuming) protocol would be to search over time for the optimal fidelity for each $\Delta J$ and for each realization.

We can also quantify the effects of random $\Omega$, by adding noise so that the cavity energy levels are uniformly distributed on $(-\frac{\Delta \Omega}{2}, \frac{\Delta \Omega}{2})$. Such randomness can arise from variations in the size and shape of the cavities. Our observations (Fig. 6) are similar to our discussion of coupling rates disorder: we see oscillations with peaks that successively decline.

We now turn to analyzing the effects of adding atomlike emitters to our cavity-only system. We will first consider the effect of adding a single emitter to a cavity-only geometry with $I_1$ engineered to give perfect QST. We will next consider cases with many periodically placed but nonuniform emitters (random $g_i$ and $\omega_i$). The sections below analyze these two situations.

FIG. 5. State transfer in a system of eight cavities with coupling rates according to Eq. (4). A random disorder between $-\Delta J$ and $+\Delta J$ is added to each $J_i$. (a) Probability heat map for a single realization with $\Delta J = 0.5$. (b) Associated fidelity line graph. We observe that perfect QST does not occur, and the fidelity in the last cavity decreases after each pass. (c) We graph the average fidelity for an $N = 8$ cavity perfect QST system with varying levels of disorder $\Delta J$. The fidelity is measured at the expected transfer time $\pi$, and the average is taken over $10^4$ disorder realizations.

FIG. 6. Analog of Fig. 5, except for disordered cavity energies rather than intercavity coupling rates. (a, b) Results for a single realization with $\Delta \Omega = 1$, and (c) shows averages over many realizations for different $\Delta \Omega$. The fidelity loss appears to be roughly linear in the pass number for small $\Delta \Omega$; that is, the deviation in the maxima in the fidelity grows roughly linearly with $n$. 195429-6
B. Loss of fidelity due to emitters

Figure 7 shows the first geometry we consider: a single emitter is added to a chain of $N$ cavities with coupling rates $J_i$. The position of the emitter is variable. The left panels of Fig. 8 describe the effects of such an impurity emitter on a cavity system with $J_i$ engineered to perfect QST. Results for different emitter-cavity interaction rates $g$ and emitter placement are shown. An emitter at the edge of the chain (i.e., close to either the origin cavity or the destination cavity) causes the most rapid fidelity loss. It is interesting that the disruption of QST is less severe as the chain length increases (bottom left compared to top left). As with the independence of passage time on $N$, it is possible this greater robustness of perfect QST with the origin cavity or the destination cavity) causes the most rapid disruption, namely, a situation where an emitter is present in each cavity (all with the same $g_i = g$). The fidelity falls more rapidly with $g$ than for a single emitter (left panels), but there are periodic fidelity “revivals” which are associated with the more regular geometric structure of uniform emitter placement.

The right panels of Fig. 8 consider another type of emitter disruption, namely, a situation where an emitter is present in all cavities (all with the same $g_i = g$). The fidelity falls more rapidly with $g$ than for a single emitter (left panels), but there are periodic fidelity “revivals” which are associated with the more regular geometric structure of uniform emitter placement.

Finally, we examine disorder which has a similar form to randomness in $J_i$ considered in earlier spin-chain studies [9]. Specifically, we consider a situation of $N$ cavities, each with an emitter, but allow both the intercavity coupling rates to be random on $(J_i - \frac{\Delta J}{2}, J_i + \frac{\Delta J}{2})$ and the emitter-cavity interaction rates to be random on $(g_i - \frac{\Delta g}{2}, g_i + \frac{\Delta g}{2})$, with $J_i$ and $g_i$ according to Table II. The heat map of Fig. 9 gives the realization-averaged fidelity $P_f(\Delta g, \Delta J)$. The deterioration of perfect QST is more rapid here than in Fig. 8, because we not only have additional transfer paths provided by the emitters, but also these paths themselves have randomized coupling rates.

VI. THE JCHH AS A REALIZATION OF BOUNDARY ENGINEERING

This short section mainly makes an observation about an intriguing connection between “boundary engineering” commonly discussed in spin chains [8] and cavity-emitter systems. Topologically, and in the single-excitation sector, a single emitter in an end cavity behaves identically to an additional cavity with $g$ playing the role of $J$, as shown in Fig. 10. Thus there is a precise equivalence between the Hamiltonian matrix and hence QST of systems with $N - 2$ cavities and two end emitters and ones with $N$ cavities and no emitters.

This mapping is especially interesting in that the known prescription for good QST when the $J_i$ are uniform except that the end requires $J_1$ and $J_N$ to be much less than the other, uniform $J_i$ in the chain interior. Such a situation arises very naturally in cavity-emitter systems. Hence this might be a promising alternate way to construct boundary-engineered systems.
VII. MULTIPLE EXCITATIONS

Coupled cavity arrays differ from spin chains if more than one photon is present in the array, since two photons can occupy the same cavity, whereas an emitter can only be excited a single time. A final avenue of investigation described here concerns the case of multiple excitations in cavity-emitter systems. In the absence of emitters, perfect QST in the single-excitation sector automatically implies perfect QST for multiple excitations: the photons are noninteracting particles. When emitters are present, this theorem no longer holds: emitters can only be excited once, and hence the two-excitation sector differs in a fundamental way from a single-excitation sector. Another way to phrase the nontriviality of multiple excitations is to note that even though the Hamiltonian is quadratic in the creation and destruction operators, usually the mixed commutation rules introduce interparticle scattering. As with the cavity-only geometry, our procedure is to find the coupling rates for two excitations rather than for one. However, finding such a set is not straightforward. For single-excitation systems, $N$ devices (cavities and emitters) will always have $N$ basis states; thus given any given configuration of cavities and emitters, there exists a cavity-only system with the same number of basis states. This means you can always tune these systems, as you can create perfect QST systems with the same number of eigenvalues. This ceases to be the case for more than one excitation.

VIII. EXPERIMENTAL PARAMETERS

We discuss here the typical range of values for the parameters in the JCHH which would arise in one of its potential realizations. The proposed coupled cavity arrays with quantum emitters are well suited for implementations in color center platforms, such as silicon carbide and diamond. Color centers are quasiatoms formed within the lattice defects of a semiconductor emitting at visible and near infrared frequencies, 200 THz $< \omega / 2\pi < 500$ THz [41]. Recently, significant progress has been made in the fabrication of optical cavities in these materials ($\Omega \approx \omega$) and the engineering of light and matter interaction with rates of $g / 2\pi \sim 5$ GHz [42]. This level of interaction, several orders of magnitude higher than achievable in atomic cavity QED systems, is a consequence of the large dipole momentum of color centers and the small mode volume of the cavities. It is worth noting that the optimal positioning of the color center, resulting in maximal $g$ value, is at the maximum of the electromagnetic field of the optical mode. An ensemble integrated into the cavity is likely to have a variation in individual emitter-cavity interaction rates. Scaling these systems into an array, photonic designs of coupled...
cavities have been proposed for a range of coupling rates rates 1 GHz < J/2π < 200 GHz [23]. Variation of nanofabrication conditions across the sample may cause a variation in resonant frequencies of each cavity; however, methods such as photooxidation [43] can be used to shift resonances and synchronize the system. Finally, intrinsic as well as fabrication-induced strain in the sample causes spectral disorder among color centers. This inhomogeneity has typically been in the ∼10 GHz range for a variety of emitters in silicon carbide and diamond [22,44].

A link between fluctuations in gi and in emitter locations is that in a cavity with Mi emitters there is a renormalization of the emitter-cavity interaction rates g → g√Mi, or more specifically, √(Mi) g, to form a polariton state. Thus fluctuations in {Mi} serve as an additional source of randomness in gi.

IX. CONCLUSIONS

We have demonstrated that high-fidelity QST can be achieved even in the geometry of cavity chains with branching emitters coupled to each cavity. To reach a desired fidelity, we established Monte Carlo methods that solve an inverse eigenvalue problem to produce the correct coupling rates. We also outlined the approach to determine the necessary eigenvalues and discussed the limitations it places on other geometries.

Over the past two decades, the experimental realization of individual optical cavities, and their assembly into a CCA [45], has allowed for the study of a wealth of quantum many-body phenomena, including the simulation of strong correlation phenomena encountered in condensed matter physics [12,46]. As with their ultracold atom, optical lattice counterparts [47,48], cavity QED systems permit the manipulation of individual system components. This level of experimental control makes them attractive candidates for performing simulations of superfluid to Mott insulating behavior, Anderson localization, etc. When emitters are also present, new effects occur, including the emergence of polaritons, or quasiparticles consisting of a superposition of photonic and atomic excitations [7,11,12,49,50]. The study of polaritons allows new strongly correlated regimes of light-matter interaction to be probed. Very recent work on qubits coupled to a metamaterial waveguide [51] similarly explores light-matter interactions in the context of a Su–Schrieffer–Heeger setup with alternating intra- and intercell coupling rates. Our study of quantum state transfer in such systems is complementary to those endeavors.

There are interesting analogies between the geometry considered here, and in [11], and that of the one-dimensional Kondo or periodic Anderson Hamiltonians. In those canons of condensed matter physics, electron motion occurs between sites of a conduction band (hence the analog of cavities here), while there are also localized electrons which hybridize with their conduction electron partners but not each other (the analogs of emitters). The single-particle physics of the periodic Anderson Hamiltonian is well understood: a hybridization gap opens where the flat impurity band crosses the conduction band. Our work directly connects to the QST problem in a one-dimensional, noninteracting, periodic Anderson Hamiltonian. It would be interesting to contrast the role of the induced correlations in our cavity-emitter system which arise from mixed photon and emitter statistics with the correlations arising from electron-electron interactions in the periodic Anderson Hamiltonian (which has only fermionic particles).
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APPENDIX A: CONSTRAINT ON PARITY OF N TO SOLVE THE IEP

Our Monte Carlo solution to the IEP to determine {Ji} and {gi} for N cavities each with one emitter worked only for N even. This is because for odd N the parities of the number of cavities, N, and the number of cavities+emitters, 2N, are different. More precisely, when N is odd there is a zero eigenvalue in the spectrum of Eq. (4). We cannot reproduce this zero with our procedure of using the cavity-only 2N spectrum as the target for the N + N cavity-emitter spectrum.

To test this constraint on solvability further, we attempt a Monte Carlo solution for odd N but removing the emitter in the central cavity so that the number of cavities+emitters, 2N − 1, is now also odd. Results are given in Fig. 12 and demonstrate that (near) perfect QST is recovered.

FIG. 12. We consider a sparse JCHH system of nine cavities and eight emitters, in which all cavities except the center cavity contain an emitter. Target eigenvalues were chosen to be those giving perfect QST for a N = 17 cavity-only chain. In panel (a) we graph the probability that the photon is in each cavity and in each emitter for multiple times. The 18 columns on the x axis represent the nine cavities and eight emitters, with the center emitter column left as zero. Time descends from 0 to 8 along the y axis. For every time and location, the probability is indicated in the color bar. In panel (b) we display the probability in starting and receiving cavities as a function of time. We observe perfect QST at time π/2 and with period π.
TABLE III. Intercavity coupling rates $J_i$ and cavity-emitter interaction rates $g_i$ which give perfect QST for $N = 12$ and $N = 16$ length cavity arrays with a single emitter in each cavity.

<table>
<thead>
<tr>
<th>Bond $i$</th>
<th>$J_i$</th>
<th>$g_i$</th>
<th>$J_i$</th>
<th>$g_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.597</td>
<td>14.755</td>
<td>6.519</td>
<td>19.929</td>
</tr>
<tr>
<td>2</td>
<td>7.712</td>
<td>13.056</td>
<td>9.030</td>
<td>18.264</td>
</tr>
<tr>
<td>3</td>
<td>9.255</td>
<td>11.278</td>
<td>10.876</td>
<td>16.511</td>
</tr>
<tr>
<td>4</td>
<td>10.322</td>
<td>9.261</td>
<td>13.515</td>
<td>12.753</td>
</tr>
<tr>
<td>5</td>
<td>11.355</td>
<td>7.025</td>
<td>14.461</td>
<td>10.581</td>
</tr>
<tr>
<td>6</td>
<td>12.007</td>
<td>3.987</td>
<td>15.294</td>
<td>8.0311</td>
</tr>
<tr>
<td>7</td>
<td>11.355</td>
<td>3.987</td>
<td>15.294</td>
<td>8.0311</td>
</tr>
<tr>
<td>8</td>
<td>10.322</td>
<td>7.025</td>
<td>14.461</td>
<td>10.581</td>
</tr>
<tr>
<td>9</td>
<td>9.255</td>
<td>11.278</td>
<td>13.515</td>
<td>12.753</td>
</tr>
<tr>
<td>10</td>
<td>7.712</td>
<td>13.056</td>
<td>9.030</td>
<td>18.264</td>
</tr>
<tr>
<td>13</td>
<td>10.876</td>
<td>14.461</td>
<td>15.294</td>
<td>8.0311</td>
</tr>
<tr>
<td>15</td>
<td>6.519</td>
<td>14.461</td>
<td>15.294</td>
<td>8.0311</td>
</tr>
</tbody>
</table>

APPENDIX B: ADDITIONAL DATA FOR PERFECT QST IN THE JCHH

Since a primary result of this paper is the computation of {$J_i$, $g_i$}, which results in perfect QST for cavity-emitter systems, described by the JCHH, we provide in Table III some additional results for large size systems, $N = 12$, 16, to complement the $N = 8$ data provided in the main text.

APPENDIX C: FUNCTIONAL FORM FOR PERFECT QST JCHH COUPLINGS

In the case of the cavity-only (spin chain), precise formulas for the intercavity coupling rate (Heisenberg exchange) constants to achieve perfect QST are known. The earliest example is that of Christandl and is given by Eq. (4). In the main manuscript we described a Monte Carlo process which works in the more general cavity-emitter geometry. However, this solution is a black box in the sense that it produces raw numbers which achieve (near) perfect QST without providing analytic insight or a formula.

TABLE IV. Comparison of the Monte Carlo (MC) and empirical cavity-cavity coupling rates. We can see that the empirical formula, Eq. (C1), for $J_i$ is extremely accurate to the Monte Carlo–derived $J_i$ but the formula for $g_i$, Eq. (C2), is less accurate. This may be because the actual form for $g_i$ is more complex than our current fitting form.

<table>
<thead>
<tr>
<th>Bond $i$</th>
<th>$J_i$: MC</th>
<th>$J_i$: Eq. (C1)</th>
<th>$g_i$: MC</th>
<th>$g_i$: Eq. (C2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.521</td>
<td>4.527</td>
<td>9.558</td>
<td>9.562</td>
</tr>
<tr>
<td>2</td>
<td>6.158</td>
<td>6.164</td>
<td>7.824</td>
<td>7.806</td>
</tr>
<tr>
<td>3</td>
<td>7.232</td>
<td>7.246</td>
<td>5.872</td>
<td>5.826</td>
</tr>
<tr>
<td>4</td>
<td>7.979</td>
<td>8.000</td>
<td>3.234</td>
<td>3.231</td>
</tr>
<tr>
<td>5</td>
<td>7.232</td>
<td>7.246</td>
<td>3.234</td>
<td>3.231</td>
</tr>
<tr>
<td>6</td>
<td>6.158</td>
<td>6.164</td>
<td>5.872</td>
<td>5.826</td>
</tr>
<tr>
<td>7</td>
<td>4.521</td>
<td>4.527</td>
<td>7.824</td>
<td>7.806</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>9.558</td>
<td>9.562</td>
</tr>
</tbody>
</table>

We have attempted to fit the raw data produced by the simulation to simple functional forms. We mimic the spin-chain solution [2] with an ansatz of the square root of a polynomial function on $N$ and $i$. Indeed, the data collected allows a good fit to the empirical formulas:

$$J_i = \frac{\sqrt{7(11N - 6i)}}{2}, \quad \text{(C1)}$$

$$g_i = \frac{\sqrt{(2i - N - 1)(14i^2 - 27N - 7)}}{4}. \quad \text{(C2)}$$

Table IV compares the Monte Carlo values with these empirical formulas.

Criterion for perfect QST. We note that it is nontrivial to distinguish whether small deviations from fidelity $F < 1$ arise from a fundamental inability to achieve perfect QST or from small randomness in the Monte Carlo evaluation of the coupling rates. We use the term “perfect QST” when our numerics indicate that by systematically running longer than the actual form for $F$ as a function of simulation time would provide a more rigorous analysis. We do not do this here, because such an extrapolation is complicated by the necessity to tune the annealing protocol, i.e., the manner in which $\beta$ is increased, as well as the choices for the initial $\beta_f$ and final $\beta_i$. We therefore elect to use a more loose definition of “perfect QST,” $F$ very close to 1 and systematically improvable.


M. J. Hartmann, Quantum simulation with interacting photons, J. Opt. 18, 104005 (2016).


In statistical mechanics language, $\beta = 1/T$ is the inverse temperature, so that $\beta_{\text{init}} = 0.1$ corresponds to high temperature and $\beta_{\text{final}} = 10^4$ corresponds to low temperature. The gradual increase of $\beta$ (lowering of $T$) allows the Monte Carlo to find the ground state $S = 0$, where the $\{J\}$ and $\{g\}$ give a Hamiltonian with desired target eigenvalues too high accuracy.

An alternate Monte Carlo procedure defines an action $S$ based on targeting of a desired time evolution matrix rather than desired eigenvalues. This procedure is useful in more complicated geometries and will be explored in a subsequent paper.

In future work we will explore yet more general geometries.


Situations where the randomness is “relative,” i.e., scaled to the $J$, on each site, have also been studied [10].


