Bond breaking with auxiliary-field quantum Monte Carlo
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Bond stretching mimics different levels of electron correlation and provides a challenging test bed for approximate many-body computational methods. Using the recently developed phaseless auxiliary-field quantum Monte Carlo (AF QMC) method, we examine bond stretching in the well-studied molecules BH and N2 and in the H50 chain. To control the sign/phase problem, the phaseless AF QMC method constrains the paths in the auxiliary-field path integrals with an approximate phase condition that depends on a trial wave function. With single Slater determinants from unrestricted Hartree-Fock as trial wave function, the phaseless AF QMC method generally gives better overall accuracy and a more uniform behavior than the coupled cluster CCSD(T) method in mapping the potential-energy curve. In both BH and N2, we also study the use of multiple-determinant trial wave functions from multiconfiguration self-consistent-field calculations. The increase in computational cost versus the gain in statistical and systematic accuracy are examined. With such trial wave functions, excellent results are obtained across the entire region between equilibrium and the dissociation limit. © 2007 American Institute of Physics. [DOI: 10.1063/1.2770707]

I. INTRODUCTION

Quantum Monte Carlo (QMC) methods are an attractive means to explicitly treat the interacting many fermion system. Their computational cost scales favorably with system size, as a low power. The ground state wave function is obtained stochastically by Monte Carlo (MC) sampling, either in particle coordinate space1,2 or in Slater determinant space.3,4 Except for a few special cases, however, these methods suffer from the fermion sign problem,5,6 which, if uncontrolled, causes an exponential loss of the MC signal and negates the favorable computational scaling. No formal solution has been found for this problem, but approximate methods that control it have been developed. These include the fixed-node method7 in real coordinate space and constrained path methods3,4,6 in Slater determinant space. The real-space fixed-node diffusion Monte Carlo (DMC) method has long been applied to many solids and molecules.1

Recently, the phaseless auxiliary-field (AF) method was introduced providing a framework for ab initio electronic structure calculations by QMC in Slater determinant space, within a Hilbert space defined by any single-particle basis.3

The phaseless AF QMC method controls the phase problem in an approximate way by using an input trial wave function (WF).3 This is a generalization of the constrained path approach5 which has been applied to lattice models with Hubbard-type interactions. Compared with previous efforts6,8 on realistic electronic systems using the standard auxiliary-field formalism,10,11 the phaseless AF QMC method overcomes the poor (exponential) scaling with system size and projection time and has statistical errors that are well behaved. Compared to fixed-node DMC, this approach provides a different route to control the sign problem. The behavior of the many-body nodes is different,5 and the method has shown promise in reducing the dependence of the systematic error on the trial wave function.

The systematic error from the phaseless approximation has been found to be small near equilibrium geometries in a variety of systems. The method was applied using a plane wave basis with pseudopotentials to several sp-bonded atoms, molecules, and solids3,12,13 and to the transition metal molecules TiO and MnO.14 It has also been applied, with Gaussian basis sets, to first- and second-row atoms and molecules,15 to post-d elements (Ga–Br and In–I),16 and to hydrogen bonded systems.17 The calculated all-electron total energies of first-row atoms and molecules at equilibrium geometries show typical systematic errors of no more than a few millihartrees compared to exact results. This accuracy is roughly comparable to that of CCSD(T), coupled cluster with single- and double-excited clusters plus a noniterative correction to the energy due to triple excited clusters. In post-d systems, our results with several basis sets are in good agreement with CCSD(T) results and, for large basis sets, in excellent agreement with experiment.16 In almost all of these calculations, we have used independent-electron solutions from Hartree-Fock or density functional theory as trial WF.

Bond stretching provides a difficult test for approximate correlated methods. In the dissociation limit, the unrestricted Hartree-Fock (UHF) solution gives a qualitatively correct description of the system. The intermediate region between the equilibrium and dissociated geometries represents a situation analogous to a metal-insulator transition. Due to quasidegeneracies, there can be more than one important electronic configuration, and a single determinant often cannot adequately describe the system. Multiconfigurational approaches can de-
scribe to a large degree the static correlations in the system but often miss a large proportion of the dynamic correlations.

No general method has demonstrated the ability to consistently maintain uniformly high accuracy away from equilibrium. Coupled cluster (CC) methods, such as CCSD(T), are remarkably good in describing the equilibrium properties but are less successful in describing systems with quasidegeneracies such as the case in the breaking of chemical bonds. Higher order clusters have to be fully included in the iterative approach, because the perturbative corrections are based on nondegenerate perturbation theories and usually lead to divergences for stretched nuclear geometries. Since CCSD already scales as $N^6$ with basis size, going to triple and higher order clusters is computationally expensive. Multireference CC methods could potentially solve some of these problems, but unlike the single reference CC method, these are still not widely established. CC-based approaches have been introduced recently to handle bond stretching, and this remains an active field of research; see, for example, Refs. 25–27.

In this paper, we test the phaseless AF QMC method away from Born-Oppenheimer equilibrium configurations. There have been few QMC studies of bond breaking. We investigate bond stretching in two well-studied molecules, BH and N$_2$, and in a hydrogen chain, H$_{50}$, where exact or approximate wavefunctions are available. We first use single Slater determinant trial WFs, obtained by the UHF method. It is shown that AF QMC with UHF as trial WF generally gives better overall accuracy and a more uniform behavior than CCSD(T). The use of multiple-determinant trial WFs from multiconfiguration self-consistent-field (MCSCF) calculations is then examined in the diatomic molecules. With these trial WFs, excellent AF QMC results are achieved across the entire potential-energy surface.

The rest of the paper is organized as follows. The phaseless AF QMC method is first briefly reviewed in the next section. In Sec. III, we present and discuss the potential-energy curves of the various systems. Finally, in Sec. IV, we conclude with a brief summary.

II. THE PHASELESS AF QMC METHOD

The many-body Born-Oppenheimer Hamiltonian in electronic systems can be written in second quantization, in any single-particle basis, as

$$\hat{H} = \hat{H}_1 + \hat{H}_2 = \sum_{ij} T_{ij} c_i^\dagger c_j + \sum_{ijkl} V_{ijkl} c_i^\dagger c_k^\dagger c_l c_j,$$  \hspace{1cm} (1)

where $N$ is the size of the chosen one-particle basis and $c_i^\dagger$ and $c_i$ are the corresponding creation and annihilation operators. The one-electron, $T_{ij}$, and two-electron, $V_{ijkl}$, matrix elements depend on the chosen basis.

The phaseless AF QMC obtains the ground state of the system by projecting from a trial WF $|\Psi_T\rangle$ which has a non-zero overlap with the exact ground state of the system, $|\Psi_{GS}\rangle$.

$$|\Psi_{GS}\rangle = \lim_{M \to \infty} (e^{-\hat{H}/M}|\Psi_T\rangle),$$  \hspace{1cm} (2)

where $\tau$ is a small time step and $|\Psi_T\rangle$ is assumed to be in the form of a Slater determinant or a linear combination of Slater determinants. Using a second order Trotter decomposition, we can write $e^{-\hat{H}/M} \approx e^{-\hat{H}_1/M}e^{-\hat{H}_2/M}$. The resulting Trotter time-step error decreases with $\tau$ and can be eliminated by an extrapolation to $\tau = 0$ with multiple calculations.

The central idea in the AF QMC method is the use of the Hubbard-Stratonovich transformation,

$$e^{-\hat{H}/2} = \prod_a \left(\frac{1}{\sqrt{2\pi}} \int d\sigma_a e^{-(1/2)\sigma_a^2} \sigma_a \sigma_b \right).$$  \hspace{1cm} (3)

Equation (3) introduces one-body operators $\sigma_a$ which can be defined generally for any two-body operator by writing the latter in a quadratic form, such as $\hat{H}_2 = -\frac{1}{2} \sum_a \xi_a \sigma_a^2$, with $\xi_a$ a real number. The many-body problem as defined by $\hat{H}_2$ is now mapped onto a linear combination of noninteracting problems defined by $\sigma_a$ interacting with external auxiliary fields. Averaging over different auxiliary-field configurations is then performed by MC techniques. Formally, this leads to a representation of $|\Psi_{GS}\rangle$ as a linear combination of an ensemble of Slater determinants $|\phi\rangle$. The orbitals of each $|\phi\rangle$ are written in terms of the chosen one-particle basis and stochastically evolve in imaginary time.

Generally, the AF QMC method suffers from the sign or phase problem. The phaseless AF QMC method used in this paper controls the phase/sign problem in an approximate manner using a trial WF $|\Psi_T\rangle$. The method recasts the imaginary-time path integral as a branching random walk in Slater determinant space. It uses the overlap $\langle \Psi_T | \phi \rangle$ to construct phaseless random walkers $|\phi\rangle/\langle \Psi_T | \phi \rangle$ which are invariant under a phase gauge transformation. The resulting two-dimensional diffusion process in the complex plane of the overlap $\langle \Psi_T | \phi \rangle$ is then approximated as a diffusion process in one dimension. The ground-state energy computed with the so-called mixed estimate is approximate and not variational in the phaseless method. The error depends on the quality of $|\Psi_T\rangle$, and the method becomes exact as the trial WF approaches the exact ground state of the system. This is the only error in the method that cannot be eliminated systematically.

In most applications to date, the trial WF has been a single Slater determinant taken directly from mean-field calculations. Jastrow factors, which have a key role in the trial WF in DMC calculations, are not included. (A Jastrow factor in $|\Psi_T\rangle$ is not straightforward to include in the AF framework, since it makes the computation of the overlap $\langle \Psi_T | \phi \rangle$ more complicated.) This is possible because our random walkers are full Slater determinants, not real-space particle coordinates. Also, by use of a basis, the singularity (cusp) as two electrons approach each other or an electron approaches a nucleus is integrated out, as in standard quantum chemistry methods. We have found that using the UHF solution leads to better QMC energies than using the restricted Hartree-Fock (RHF) Slater determinant. This was the case even with singlets.
In this study, we will present, in addition to the single-determinant trial WF, results based on multideterminant trial WFs obtained from MCSCF calculations. In some cases, such as bond stretching, a multideterminant trial WF can capture some of the static correlation in the system and thus improve the quality of the constraint in the phaseless approximation. A better trial WF will generally reduce the systematic errors of the phaseless AF QMC method.

In addition, a better trial WF will typically also lead to better statistics in the AF QMC method, for a fixed number of independent MC samples. A simple measure of the efficiency of the multideterminant MCSCF trial WF relative to a single-determinant UHF trial WF is the following ratio, \( \eta \):

\[
\eta = \frac{\langle \epsilon \rangle_{\text{MCSCF}}}{\langle \epsilon \rangle_{\text{UHF}}} \nonumber
\]

where \( \epsilon \) is the final statistical error and \( N_{\text{sample}} \) is the total number of MC samples used in the calculation. (A more precise but closely related measure is the ratio of the variances of the local energy. For its purpose here as a rough indicator, however, the difference between them is not significant.) We expect \( \eta < 1 \) for a reasonable number of determinants in the MCSCF; in general, the better \( |\Psi_T\rangle \), the smaller \( \eta \). Since the computational cost of the phaseless AF QMC method increases linearly with the number of determinants in \( |\Psi_T\rangle \), the overall computational cost of the QMC calculation with respect to the single-determinant trial WF is \( \eta \) times the number of determinants in \( |\Psi_T\rangle \).

### III. RESULTS AND DISCUSSION

To examine the performance of the phaseless AF QMC method in bond stretching, the potential-energy curves of the diatomic molecules BH and N\(_2\) are first studied and compared to exact FCI, near-exact DMRG, and several levels of CC methods. In addition, the symmetric and asymmetric bond stretching of an H\(_{50}\) linear chain is examined and compared to DMRG results. For the diatomic molecules, both single-determinant UHF (QMC/UHF) and multideterminant MCSCF (QMC/MCSCF) trial WFs were used. AF QMC calculations for the H\(_{50}\) chain used single-determinant Hartree-Fock trial wave functions.

In our calculations, all the electrons are correlated and the spherical harmonic (as opposed to Cartesian) form of the Gaussian basis functions was used. For the molecules, cc-pVDZ basis sets were used, except in the challenging case of the (triple) bond stretching of N\(_2\), where calculations were also performed with the cc-pVTZ basis set. For the H\(_{50}\) chain, the minimal STO-6G basis set was used.

All of the Hartree-Fock, MCSCF, and CC calculations were carried out using NWChem (Ref. 34) within C\(_{2v}\) symmetry. Some of these calculations were also verified using GAUSSIAN 98 (Ref. 35) and MOLPRO.36 The MCSCF energies were obtained from a complete-active-space SCF (CASSCF) (Ref. 37) calculations. In most of the molecules, we used the RHF and UHF reference states for the CC calculations [e.g., labeled RCCSD(T) and UCCSD(T), respectively]. FCI calculations were performed using MOLPRO.

### A. BH

Table I summarizes the cc-pVDZ basis set energies (in hartrees) obtained with a variety of methods for seven BH geometries over a range \( R/R_0 = 1.0 \) to \( 5.0 \), where \( R_0 = 1.2344 \) Å. The MCSCF energy was obtained by a CASSCF calculation, performed with four active electrons and eight active orbitals. Figure I shows the potential-energy curves from selected methods.

Near the equilibrium geometry, the RCCSD(T) energies are in good agreement with the FCI energy. However, this agreement deteriorates for larger nuclear separation, and RCCSD(T) shows an unphysical dip for \( R > 2.5R_0 \), which increases for larger bond length \( R \). The failure of RCCSD(T) to describe the molecule for larger bond lengths is attributed to the poor quality of the RHF WF in describing bond breaking. In the large bond length limit, the UHF solution is better than the RHF solution. This is reflected also in CC results based on the UHF solution; the UCCSD(T) energies are in very good agreement with the FCI energy for large \( R \). The UCCSD(T) energies are in less good agreement with FCI in the intermediate region. Overall, UCCSD(T) does quite well in BH, which has a relatively small number of excitations.

As shown in Table I, QMC/UHF energies are comparable to RCCSD(T) and in good agreement with FCI near the equilibrium geometry. As the bond is stretched, QMC/UHF energies become better than the other methods.
energies become less accurate. The discrepancy with FCI energies is \( \approx 3 \) mhartrees for \( R > 2R_e \). In the QMC/MCSCF calculations, the multideterminant trial WF included determinants from MCSCF with a coefficient cutoff of 0.01. Thus the variational energy of our MCSCF WF is higher than the corresponding MCSCF result listed in the tables. The average value of \( \eta \), as defined in Eq. (4), is 0.04, and the largest value is 0.08, at the largest bond length. The QMC/MCSCF energies are in excellent agreement with the FCI energies, to within \( \approx 1 \) mhartree for all studied bond lengths.

The optimum value of determinant coefficient cutoff in the MCSCF trial WF is, of course, system dependent. The accuracy of the QMC calculation generally improves as the cutoff is lowered, while the computational cost increases. For a small system such as BH, a relatively low cutoff leads to excellent trial WFs with large efficiency gain, as the \( \eta \) values show. Figure 2 shows the QMC errors as a function of the number of determinants included in the trial WF for three geometries of BH. For \( 2R_e \), the QMC results with MCSCF trial WFs containing determinants with coefficient cutoffs of 0.02 (29 determinants) and of 0.01 (52 determinants) are equivalent within statistical errors. Similarly, for \( 2.5R_e \), the QMC results obtained with trial WFs of 24 and 44 determinants are indistinguishable within the statistical errors. Indeed, in both of these cases, eight determinants in the trial WF give systematic errors less than 2 mhartrees. By contrast, for \( 5R_e \), considerably more determinants are required to achieve converged QMC systematic errors. Note that, because the MCSCF WF is in a spin restricted form, more than one determinant (many more in the case of \( 5R_e \)) is required to surpass the accuracy of QMC/UHF.

### B. \( \text{N}_2 \)

Bond stretching in \( \text{N}_2 \) is particularly challenging, because it involves the breaking of a triple bond. As a result, \( \text{N}_2 \) has been extensively studied.\(^{22,23,39-41}\) Table II summarizes the calculated total energies, using cc-pVDZ and cc-pVTZ basis sets. Figure 3 plots a selected subset of these potential-energy curves. With the cc-pVDZ basis set, CC results are based on the UHF reference state, and the near-exact DMRG energies are from Ref. 39. We have also verified the UCCSD and UCCSD(T) energies. For both basis sets, the CASSCF calculations are performed with 6 active electrons and 12 active orbitals.

The main features of the CC potential-energy curves of \( \text{N}_2 \) are similar to those of BH. In contrast with the BH molecule, however, the effects beyond double excitations are substantial in \( \text{N}_2 \), even at the equilibrium geometry. CC results based on a RHF reference show an unphysical dip for
TABLE II. All-electron energies of N₂ vs bond length (in bohr) as calculated by a variety of methods, using cc-pVDZ and cc-pVTZ basis sets. With the cc-pVDZ basis, DMRG energies and CC results based on a UHF reference are taken from Ref. 39. QMC/UHF energies are obtained with the UHF trial WF, and QMC/MCSCF are obtained with a multideterminant trial WF from a MCSCF calculation (see text). All energies are in hartree, and QMC statistical errors (shown in parentheses) are on the last digit.

<table>
<thead>
<tr>
<th>R</th>
<th>2.118</th>
<th>2.4</th>
<th>2.7</th>
<th>3.0</th>
<th>3.6</th>
<th>4.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>cc-pVDZ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHF</td>
<td>−108.949 378</td>
<td>−108.866 811</td>
<td>−108.737 400</td>
<td>−108.606 226</td>
<td>−108.384 757</td>
<td>−108.222 897</td>
</tr>
<tr>
<td>UHF</td>
<td>−108.949 378</td>
<td>−108.891 623</td>
<td>−108.833 687</td>
<td>−108.790 272</td>
<td>−108.767 549</td>
<td>−108.775 057</td>
</tr>
</tbody>
</table>

\( R \geq 3.6 \) bohrs (\( R/R_0 \geq 1.75 \) in Fig. 3). For the cc-pVDZ basis at the larger \( R=3.6 \) and 4.2 bohr bond lengths, UCCSD(T) based on the UHF reference is in better agreement with DMRG than RCCSD(T). Fully including triple excitations with UCCSDT leads to a significant improvement over UCCSD(T) for all geometries except \( R \), while RCCSDT seems to be slightly worse than RCCSD(T), except at the last geometry.

QMC with an UHF trial wave function gives a better overall accuracy and a more uniform behavior than CCSD(T) in mapping the potential-energy curve in the cc-pVdz basis. The largest difference of the QMC/UHF energies compared to DMRG is at the second to last nuclear separation and is approximately 9 mhartree. With QMC/ MCSCF, we included in the multideterminant trial WF all determinants whose coefficient (abs) are larger than 0.01. This gives 65, 66, 76, 97, 82, and 58 determinants for the six bond lengths (in ascending order), respectively. As can be seen from Table II and the inset of Fig. 3, the agreement between the QMC/MCSCF and DMRG values is more uniform and the discrepancy is less than 2–3 mhartree for all geometries.

In the QMC/MCSCF calculations for the cc-pVDZ basis set, the average value of \( \eta \) of Eq. (4) is 0.42, and the largest value is 0.80 at the equilibrium geometry. The coefficient cutoff choice of 0.01 in selecting the determinants to include from the MCSCF WF was the same as in the BH calculations. This was likely too conservative as in BH. For example, for \( R=2.118 \) bohrs, the QMC results were within statistical errors for a trial WF that included determinants with coefficient cutoffs >0.035.

The cc-pVTZ results from the various methods parallel very well the cc-pVDZ results, as can be seen from Fig. 3 and Table II. Both the QMC/UHF and QMC/MCSCF, for example, mirror each other in the two basis sets. We thus expect the accuracy of the different QMC and CC methods using the cc-pVTZ basis to be comparable to that using the cc-pVDZ basis, where DMRG results are available. For the cc-pVTZ basis set, the QMC/MCSCF calculations included determinants with coefficient cutoffs >0.02. The average value of \( \eta \) is 0.16 and the largest value is 0.41 for \( R = 2.7 \) bohrs. Additional QMC/MCSCF calculations were performed for \( R = 4.2, 3.6, \) and 2.7 bohrs, including determinants with coefficient cutoffs >0.01, and the same energies were obtained as those in Table II within statistical errors.

C. Hydrogen chain: H₅₀

The hydrogen linear chain exhibits characteristic signatures of a metal-insulator transition as the interatomic distances are varied. It also provides a simple but challenging model for extended systems, where the favorable scaling of QMC will be especially valuable. Bond stretching in a linear chain of hydrogen atoms H₅₀ was recently benchmarked with DMRG. This 50-electron system was treated using a minimal STO-6G basis set of 50 orbitals. Both symmetric and
asymmetric bond stretchings were considered. In the case of symmetric bond stretching, the bond between consecutive hydrogen atoms is stretched over the range $R = 1.0$–$4.2$ bohrs, and the final structure consists of 50 equidistant, nearly independent H atoms. In the case of asymmetric bond stretching, 25 equivalent H$_2$ molecules are considered, each with a fixed bondlength of 1.4 bohrs, where two consecutive hydrogen atoms belonging to two different H$_2$ molecules are separated over a range of $R = 1.4$–$4.2$ bohrs, and the final structure consists of 25 equidistant, nearly independent H$_2$ molecules, each at its equilibrium bond length. Figure 4 and Table III shows the results for both symmetric and asymmetric bond stretchings. The RHF and UHF energies, as well as our QMC results obtained using the UHF trial wave function (or RHF when there is no UHF solution) are shown. The RCCSD(T) and DMRG energies as reported in Ref. 42 are also shown for comparison.

For symmetric stretching, the QMC/UHF total energies are in good agreement with the DMRG results, with the largest discrepancy being about 5 mhartrees for $R = 3.2$ and $R = 3.6$ bohrs. As the bond length is stretched, the correlation energy of the system increases. In view of the above results for bond stretching in diatomic molecules, it is not surprising that the discrepancy between RCCSD(T) and DMRG increases as $R$ is increased, and for $R > 2.4$, RCCSD(T) fails to converge as reported in Ref. 42.

For asymmetric bond stretching, the QMC energies are again in good agreement with the DMRG values. The difference between the QMC and DMRG total energies is less than $\approx 2$–3 mhartrees for all bond lengths. Here no distinct UHF solution was found, so the RHF Slater determinant was used as the trial WF. The RHF trial WF dissociates properly as $R$ is increased in this case, so, not surprisingly, RCCSD(T) is in good agreement with DMRG.

**IV. SUMMARY**

Bond stretching in chemistry is a nontrivial challenge for all approximate correlated methods. In this paper, we applied the recently introduced phaseless auxiliary-field QMC
method to study bond stretching in BH and N₂ and in the H₄O chain. The quality of the phaseless AF QMC method depends on the trial wave function that is used to control the sign/phase problem. With a single UHF Slater determinant as trial wave function, AF QMC has performed very well for molecular geometries near the equilibrium configuration, as shown by comparisons with exact values, CCSD(T) calculations, and experimental results. The results in this paper are consistent with this and extend the reach of phaseless AF QMC method beyond Born-Oppenheimer equilibrium structures to bond stretching and bond breaking. For larger nuclear separations, we find that AF QMC with a single-determinant UHF solution in general gives better overall accuracy and a more uniform behavior than coupled cluster CCSD(T). In some stretched bond situations, however, QMC/UHF errors are seen to be significant. In these cases, we find that a trial wave function with a modest number of determinants usually reduces the QMC error to a few millihartrees. The QMC computational cost of the mult-determinant trial wave function scales linearly with the number of determinants, but a better trial wave function can reduce both systematic and statistical errors. Using mult-determinant trial wave functions taken directly from MCSCF calculations, the AF QMC results are in very good agreement with exact energies, and uniform behavior is seen across the entire potential-energy curve.
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**TABLE III. Symmetric and asymmetric bond stretchings in a H₅0 linear chain, using a minimal STO-6G basis set.** Total energies versus geometry are shown for different methods. DMRG and CCSD(T) values are from Ref. 42. Bond lengths are in bohr and energies are in hartree. QMC statistical errors (shown in parentheses) are on the last digit.

<table>
<thead>
<tr>
<th>R</th>
<th>RHF</th>
<th>UHF</th>
<th>CCSD(T)</th>
<th>DMRG</th>
<th>QMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symmetric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>−16.8648</td>
<td>−16.8648</td>
<td>−17.2827</td>
<td>−17.28407</td>
<td>−17.2852(1)</td>
</tr>
<tr>
<td>1.2</td>
<td>−22.46127</td>
<td>−22.46805</td>
<td>−22.94457</td>
<td>−22.94765</td>
<td>−22.9475(7)</td>
</tr>
<tr>
<td>1.4</td>
<td>−25.02976</td>
<td>−25.05891</td>
<td>−25.58912</td>
<td>−25.59378</td>
<td>−25.5933(3)</td>
</tr>
<tr>
<td>1.8</td>
<td>−26.26598</td>
<td>−26.39669</td>
<td>−27.03145</td>
<td>−27.03865</td>
<td>−27.0383(3)</td>
</tr>
<tr>
<td>2.4</td>
<td>−24.83576</td>
<td>−25.43402</td>
<td>−25.16057</td>
<td>−25.1594(5)</td>
<td></td>
</tr>
<tr>
<td>2.8</td>
<td>−23.36081</td>
<td>−24.10860</td>
<td>−24.56828</td>
<td>−24.5733(5)</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>−20.57429</td>
<td>−23.82326</td>
<td>−24.10277</td>
<td>−24.1084(7)</td>
<td></td>
</tr>
<tr>
<td>3.6</td>
<td>−18.95595</td>
<td>−23.63441</td>
<td>−23.74971</td>
<td>−23.7489(4)</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymmetric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>−25.96371</td>
<td></td>
<td>−26.48601</td>
<td>−26.48738</td>
<td>−26.4867(7)</td>
</tr>
<tr>
<td>1.8</td>
<td>−26.61768</td>
<td></td>
<td>−27.12641</td>
<td>−27.12716</td>
<td>−27.1264(9)</td>
</tr>
<tr>
<td>2.0</td>
<td>−27.07182</td>
<td></td>
<td>−27.57679</td>
<td>−27.57732</td>
<td>−27.5769(3)</td>
</tr>
<tr>
<td>2.4</td>
<td>−27.60924</td>
<td></td>
<td>−28.11727</td>
<td>−28.11671</td>
<td>−28.1163(7)</td>
</tr>
<tr>
<td>2.8</td>
<td>−27.87362</td>
<td></td>
<td>−28.38684</td>
<td>−28.38707</td>
<td>−28.3842(5)</td>
</tr>
<tr>
<td>3.2</td>
<td>−28.00468</td>
<td></td>
<td>−28.52110</td>
<td>−28.52124</td>
<td>−28.5189(7)</td>
</tr>
</tbody>
</table>

36 MOLPRO is a package of ab initio programs written by H.-J. Werner and P. J. Knowles, with contributions from J. Almlof, R. D. Amos, M. J. O. Deegan et al., Universität Bielefeld, Bielefeld, Germany, University of Sussex, Falmer, Brighton, England, 1996.